ABSTRACT

Holographic reduced representation-based working memory
models are biologically plausible models that show promise in their
ability to solve temporal difference learning tasks. These working
memory models suffer from large input sizes due to the random
nature of holographic reduced representations (HRRs). This is
because the current solution to overcome the randomness of HRRs
Is to choose conservatively large sizes for these vectors in order to
decrease their linear dependence. This is fine for small models, but
it scales poorly for larger or more complex models. It is unknown
whether training multiple microagents each with independent and
smaller HRRs is as effective as training a single agent with a larger
HRR. We propose that training multiple agents this way, in parallel,
and averaging the results may yield faster convergence while using
fewer resources. We learn that while increasing the number of
microagents does increase convergence, it does so at a slower
rate than increasing the HRR length.

BACKGROUND

Q-learning is a machine learning method in which an agent is
trained to solve a task by allowing it to learn and maintain an internal
representation, called a Q-function, of the task it is solving. One of
the benefits of Q-learning is that it a lot of training can happen even
when the agent is only given sparse feedback about whether it was
successful or unsuccessful in completing the task.

One of the shortcomings of Q-learning is its limited mechanisms
for storing information long term, i.e. many time steps in the future.
This is the problem that working memory models attempt to solve.
One approach used by working memory models (Dubois and Phillips,
2017) is to encode the agents internal representations of it's
environment using Holographic Reduced Representations (Plate,
1995).

The size of HRRs can be chosen conservatively large, e.g. 10
times the size of the state space, in order to increase the chance that
the agent will be able to distinguish between them, and therefore be
more likely to converge on the desired function. While this may be
fine on small models, it could be a substantial waste of resources on
larger or more complex models.

It is not currently known whether training multiple microagents
with small HRRs or a single agent with a relatively large HRR is more
likely to converge, which is what we explore in this research.

Fig. 01 single agent vs microagent architecture.
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METHODS

We use two metrics to understand the convergence of the models. First,
we use the sum-squared difference from the known function that the agent
should be learning. Second, we count the number of suboptimal steps
made by the agents which provides a more intuitive measure of how far the
agent travelled unecessarily.

We first created a framework that can generate and train agents with
user-specified number of microagents and HRR-lengths. Each agent is
comprised of an ensemble of identically-shaped microagents, and is given a
single HRR per possible maze state, per microagent. Each microagent is a
single, dense neural network layer with a linear activation function, whose
weights are independent from each other microagent.

The Agents are trained for 100 episodes, in a simple 1-dimensional
maze with 20 states, and a single static goal state. In each episode the
agent is given a maximum of 20 moves to find the goal state. The
suboptimal steps made in each episode are added together, and at the end
of the 100 episodes we sum the squared difference from the learned
g-function and the actual function at each state.
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Fig. 02 Agent’s Q-function (circles) as it attempts to
learn the desired function (triangles). The red and
blue represent moving left and right respectively.

For the first set of agents, we used a logarithmic training schedule of 1, 10, and 100 microagents with HRRs of length 2, 20, 200, and 2000
(.1x, 1x, 10x, and 100x the number of states in the maze.) We saved each agent’s internal representation at every step and plotted this data over
time into animations that allow us to watch as the agent learns. This training schedule and visualization confirmed our belief that we should focus
on agents that consist of 1 to 6 microagents and 1x to 6x HRR length.

We then trained 3,600 agents, 100 each of the types specified above. i.e. 100 consisting of 1 microagent and 1x HRR length, 100 of 2 microagents
and 1x HRR length, etc. And collected data on the number of suboptimal steps and sum-squared difference from the true function.

RESULTS

These figures show the effect of varying the HRR length and number of microagents on the performance of the models. The lighter cells
represent models with fewer suboptimal steps (left) or lower sum-squared difference (right), and should be considered better. In the left chart, we can
see that the model improves in performance with both HRR length and the number of microagents. Both variables reduce the number of suboptimal
steps made, which

In the right chart, we see that while the sum-squared difference improves with the HRR length, it does not seem to improve with the number of
microagents, resulting in columns of the same color. We suspect that this could be for a couple of reasons. First, the act of averaging the
microagents’ output could be causing the model to learn a different function than expected. If this is the case, the learned function is at least similar
to the expected function, and results in the agent making the correct choices, but would mean that we have calculated the sum-squared difference to
the wrong function, which is therefore less informative.

The second reason for the column-like behavior could be that the multi-microagent model does not converge as quickly. We can see some
definite improvement between the first and second row, but then it flattens and then begins to perform worse. This shape lends itself to the idea that
more microagents may simply require longer to converge to the true function when averaged together.
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CONCLUSION

From this research we have learned that while increasing the
number of microagents and averaging their predictions has the
effect of improving model performance, it does not cause the
model to converge more quickly than increasing the HRR length
does. This does not however discount the microagent model as
inferior, as there is a certain utility that can be gained from having
multiple models. For example, one could use the output from a
three-microagent model to perform a type of error-checking to
detect HRRs that are interfering with one another, and replace
them.

There is much left to explore with these models. We are
interested in the possibility that increasing the learning rate of the
multi-agents models might increase performance and maintain
stability better than a single agent model. We would also like to
explore the idea that the averaged model approaches a different
function than the expected one. Other microagent models have
been shown to exhibit hyperbolic discounting, which could be
happening here, effectively making the model decide that it
doesn’t care how long it takes to get to the reward if it will only be
received too far in the future. If that is the case, then this type of
architecture could be good for models that need to ignore distant
rewards .
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Fig. 03 The effect of varying our parameters on convergence. Notice that the left graph gets lighter vertically, while the right graph does not.
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In order to fairly compare the models, in observing these graphs, we are most interested in the cells whose “coordinates” have equal products. e.g. cell Acknowledgements:

(2, 6) and cell (3, 4) because these models have the same number of trainable parameters. Comparing these cells, we can see that increasing the HRR
length has a greater effect in increasing the convergence rates than increasing the number of microagents does.
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